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first up:  
 



University of Manchester 
 
British Nuclear Fuels Limited 
 
Oxford University 
 
European Bioinformatics Institute 
 
Inpharmatica 
 
Wellcome Trust Sanger Institute 
 
Whitehead Genome Center 
 
Broad Institute of MIT and Harvard 
 
Harvard University 
 
Cycle Computing 
 
Harvard University
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basically…  
 



Advancing Data Center Professionals‹#›

however!



For over eighteen years I’ve seen  
research computing scale out…

1996 @ Oxford  
1 cpu @ 200Mhz / 18GB !

2000 @ Sanger / EBI 
360 cpu @ 168GHz / 50TB !
2003-2006 @ Harvard / MIT 

200 cpu @ 400GHz / 250-600TB !
 2014 @ Harvard 

>59,000 cpu @ 172THz / 15PB

http://www.flickr.com/photos/jmgartblog/3060224002/
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so let’s quickly talk science…
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The scientific method

• Formulate your question 

• Generate your hypothesis 

• PREDICT your results 

• TEST your hypothesis 

• Analyze your results 

omputing
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PREDICTION and TESTING 

  
are the TWO cornerstones  

!
of the scientific method  

!
each requires the most significant  

advances in computation 

omputing
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!

Remember: 
!

The TWO PILLARS Of SCIENCE 
Are 
 

THEORY and EXPERIMENTATION 
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And… 

!

COMPUTING is often 

!

mentioned as being the  
!

THIRD PILLAR OF SCIENCE…  



Advancing Data Center Professionals‹#›

CS50 Students:  
 

absolutely no pressure  
for ya’ll at all then!
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the plan…



History 

Harvard 

Social Media Things 
Some Green Things 

Storage  
Chaos 

Scale Out Hardware 

Some Science 
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so, let’s take a moment to look at our 
history…
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The 
60’s

The 
70’s

The 
80’s

The 
90’s

The 
00’s

!
From centralized to decentralized, collaborative to 

independent and right back again! 

Beyond 

Mainframes VAX The PC Beowulf Clusters Central Clusters

Centers provide 
access to compute

The supercomputing 
famine, funding gap

Individual 
computing

Computing is too big to 
 fit under desk, Linux explodes

Clouds/VMware 
IaaS, SaaS, PaaS

100% 60% 0% 40% ???%

SH
A

RI
N

G

~ 0Mbit ~ 1Mbit ~ 10Mbit ~ 1000 Mbit ~ 10,000 Mbit

Bigger, better but further and further away from the 
scientist’s laboratory and desktop



– 360 node DEC 
Alpha  
DS10L 1U 

– Tru64 OS 
– 9 racks 
– 100KW power 
– ATM 622Mb  

uplink  
– 100Mb in rack 
– 18 jetstream  

rs232 
– 1,440 cat5  

crimps… 
– 466MHz x  

360 CPU  
 
168GHz

The Human Genome Project ca. 
2000  

aka my first cluster™
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awesome!



Harvard:  my first day in 2006…
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not awesome
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Incentive
!
Since human beings are purposeful creatures, the study of incentive 
structures is central to the study of all economic activity (both in terms 
of individual decision-making and in terms of co-operation and 
competition within a larger institutional structure).  
!
Economic analysis, of the differences between societies (and between 
different organizations within a society) largely amounts to 
characterizing the differences in incentive structures faced by 
individuals involved in these collective efforts. 
!
Ultimately, incentives aim to provide value for money and contribute to 
organizational success.           
              (wikipedia)



!
!
 
!
– 4096 core blade 

chassis server 
– Linux RHEL OS 
– 10 racks 
– 175KW power 
– Ethernet 

20,000Mb uplink  
– 1000Mb in rack 
– No rs232 
– No cat5  

crimps… 
– Non blocking 

DDR IB 
– 2,400MHz x  

4096 CPU      
       
9.83THz 

 

Harvard 2008 – at the start of something!



Harvard - Today
• ~60,000+ load balanced CPU and climbing! 
!

• ~15.0PB of storage also climbing!  
!

• ca. 200KW/6mnts 
!

• ~600+ virtual machines (KVM) 
!

• ca. 1.8MW of research computing equipment 
!

• 20 dedicated research computing staff 
!

• 0.9PF SP GPGPU, and growing fast!



ok, cool…   

history lesson over! 
 



let’s look at some  
modern scale out  

compute examples



DISCLAIMER: 

!

I’m more than a little 

bit obsessed with  

the scale of social  

media…



# of ounces in an instagram?
• 200 million MAUs(*) 
!

• 20 billion photos 

• 60 million new photos / day 

• 0.00024GB per photo 

• =~ 4,768TB (4.7PB) of disk 

[ My bee and flower ]  
(256 kB)

(*) Monthly Active Users



this is tiny spuds! 

!

let’s look at the real 

elephant in the room…



Unique faces (MAUs)
 Facebook   =~   1.3  billion 
 WhatsApp   =~   500 million 
 Instagram   =~   200 million 
 Messenger   =~   200 million 
!

2.2 billion total users (1/3rd of the planet) 
 

12 billion msgs/day (7B people on planet)



and, it’s not even really 
about the storage or the 
compute… 



It’s All About That  
GRAPH!

note: very 
much bass



LinkedIn Data Graph for James Cuff



https://gephi.github.io/



meanwhile back at  
 
FriendFace…



https://code.facebook.com/posts/229861827208629/scaling-the-facebook-data-warehouse-to-300-pb/



well then…



http://www.datacenterknowledge.com/archives/2013/01/18/
facebook-builds-new-data-centers-for-cold-storage/

The prefix exa indicates multiplication by 
the sixth power of 1000 or 1018 in the 
International System of Units (SI).  
!
Therefore one exabyte is one quintillion 
bytes (short scale). 
!
1 EB  

= 10006 bytes  
= 1018 bytes  
= 1000 petabytes  
= 1million terabytes  
= 1billion gigabytes.

http://en.wikipedia.org/wiki/Exabyte



which also brings me  
to being green…



Green computing concepts

• Product longevity 
• Algorithm design 
• Datacenter design 
• Resource allocation 
• Operating systems 
• Virtualization



an example from rc



More Ping! 

More Power! 

More Pipe! 

With Less Juice? 

!

#GOWEST!
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a very large dam



Massachusetts Green High 
Performance Computing Center

• Hydroelectric power 
• MIT, Harvard, UMASS, NEU, BU 
• 5MW day one connected load 
• Airside economizers (green) 
• ca. 640+ racks in “20 rack pods” 
• 10% special computing spaces 
• Open Feb 2013, first science May (ATLAS)
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let’s  

talk  

about  
stacks…





http://www.lifeintech.com/blog/2014/7/19/containerisation-is-the-new-virtualisation

http://www.reddit.com/r/networking/comments/16tcco/understanding_the_osi_model/

HOLY 
STACKS  
BATMAN!



Microprocessors today can do 4 - 16 
FLOPs per clock cycle 

!
A single-core 2.5 GHz (clock) has a 
theoretical performance of 1 MFLOPS



http://stackoverflow.com/questions/15655835/flops-per-cycle-for-sandy-bridge-and-haswell-sse2-avx-avx2



flops per watt







3631 MFLOP/W



real world limits…



IBM JOURNAL, JULY 1961



• At 25 °C the Landauer limit represents 
an energy of approximately 0.0178 eV 
!

• Theoretically, computer memory 
operating at the Landauer limit could 
be changed at a rate of one billion bits 
per second with only 2.85 trillionths of a 
watt of power expended….



ok so…



~ 65% of the total power  
@ 199,000,000 watt hours 

for forty five grand a month…



can you imagine  
mr zuckerberg’s  

electric  

bill…



yeah my ‘friends’ are a bit odd…



one more thing  

on power…





that time when, 

storage leads  

to chaos…





[jcuff@hero0101  ~]$  df  |  wc  -‐l 
!
423 
!
[jcuff@hero0101  ~]$  df  -‐m    
|  awk  '{print  sum=sum+$2/1024/1024  "  PB"}'    
|  tail  -‐1 
 
7352.55  PB 
!
[jcuff@hero0101  ~]$  



If I hear this one more time…



“your storage is too expensive!”  
“…my graduate student can…” 
 
http://blog.jcuff.net/search/label/STORAGE  

… note: way 
     less bass

http://blog.jcuff.net/search/label/STORAGE


So, what could possibly go wrong?

• Magnet, drive head 1 or 0? 
• Motors for head and spin 
• Drive firmware 
• SATA/SAS controller (wires) 
• SATA/SAS firmware 
• Low level blocks (Perc, Mdadm, LVM) 
• File system code (Ext4, XFS, BtrFS) 
• OS UBC, VM manager, pages 
• DRAM fetch, store 
• Algorithms 
• Users Multiplied by 10,000’s cpu over 1,000’s hosts,  

with 1,000’s individual disk drives and 1000’s users 
!
=~  91,452,464,823,179,310 possible places…



(* enter stage left *) 
 

The Chaos Monkey!



http://www.slideshare.net/justinbasilico/recommendation-at-netflix-scale





Who in their right mind would willingly 
chose to work with a Chaos Monkey?

Sometimes you don't get a choice; the 
Chaos Monkey chooses you

http://blog.codinghorror.com/working-with-the-chaos-monkey/



and remember…



http://books.google.com/books?id=M4PfbfPnhR4C

Chaos Monkeys Love Snowflakes!



some  

scale out  

hardware…



GPGPU building block 
!
R720  
 
(iDRAC -> 100+ miles away!) 
!
!
Intel Xeon E5-2650 2.00GHz, 20M 
Cache, 8.0GT/s QPI, Turbo, 8C, 
95W 
!
> 132 x K20 cards 
!
!
CONNECT-3 VPI ADPT CARD-SGL 
PT QSFP FDR IB 
!
This rack:  >96TFlops @ SP 



We are just short of 1 petaflop of  
single precision GPGPU!



Because: 
Quantum Chemistry @Harvard!



with scale comes new 

challenges…





Capacity  
- 1050 TB 
- 1.1 Billion Files 

Peak Throughput 
- Write 13GB/s 
- Read 20GB/s 

Metadata Rate 
- Create 60K 
- Lookup 220K 
- Getattr 98K 
- Setxattr 13K 
- Destroy 33K 

High Availability  
- Active-Standby MDS 
- Active-Active OSS 
- Active-Active Ctrl 
- RAID10/RAID6







ok time for a spot  

of science…



RC RC

RC

RC

RC

RCRC

RC

Research Computing  
a “shim” for 
solutions

C
en

tra
l S

er
vi

ce
s C

entral S
ervices

Central IT 
Provides core 

facilities

Faculty 
our science 

and research

Technology 
empowers all our 

research



ACI-REF (condo of condos)
• Goal:  Advance our nation's research & scholarly 

achievements through the transformation of campus 
computational capabilities and enhanced coupling to the 
national infrastructure.



The “long tail of science”
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DASCH  

 Digital Access  
to a Sky Century 
@ Harvard 

 Digitizing the 
plate archive 
(450,000 plates) 
at the Harvard 
College 
Observatory  
 
1.5PB!



!
!

Pan-STARRS  

Panoramic Survey 
Telescope & Rapid 
Response System 
 
Detects near Earth 
asteroids and 
transient celestial 
events  
 
30T / night! 

BICEP  

Background Imagining of Cosmic Extragalactic 
Polarization 
 
Studies the polarized light from the  
Cosmic Microwave Background 







!
From:  James  Cuff  
Date:  Fri,  Aug  23,  2013  at  11:32  AM 
Subject:  Fun  friday  fact. 
To:  Mark  Vogelsberger,  Shy  Genel,  Dylan  Nelson    
Cc:  Lars  Eric  Hernquist  !
Hey  team, !
Since  Tuesday  you  guys  racked  up  over  28%  of  the  new  cluster,  which 
combined  is  over  78  years  of  CPU  in  just  three  days  and  it  is  still 
only  just  Friday  morning  :-‐) !
This  is  pretty  awesome! !
Happy  friday! !
-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐ 
Top  10  Users  2013-‐08-‐20T00:00:00  -‐  2013-‐08-‐22T23:59:59  (259200  secs) 
Time  reported  in  Percentage  of  Total 
-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐ 
    Cluster          Login          Proper  Name                  Account              Used 
-‐-‐-‐-‐-‐-‐-‐-‐-‐  -‐-‐-‐-‐-‐-‐-‐-‐-‐  -‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐  -‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐-‐  -‐-‐-‐-‐-‐-‐-‐-‐-‐-‐ 
    odyssey  mvogelsb+  Mark  Vogelsber+      cluster_users          16.90% 
    odyssey      lsironi    Lorenzo  Sironi      cluster_users            9.34% 
    odyssey        sgenel              Shy  Genel      cluster_users            7.84% 
    odyssey        yang12          Darren  Yang      cluster_users            5.67% 
    odyssey      sstokes        Sarah  Stokes      cluster_users            4.55% 
    odyssey      mwalker    Matthew  Walker      cluster_users            4.15% 
    odyssey      dnelson        Dylan  Nelson      cluster_users            3.22% 





100

The Conte Center 



Interactive video of an fMRI from a data center in 
western MA connected to my desktop in Cambridge…







Video of the evolution of the Universe 
since a few moments after the big bang…





Is scale out computing 
essential?

oh YES! 
very much YES!



@jamesdotcuff  
 
http://rc.fas.harvard.edu 


